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Inputs to Model Parameters of Model
« Often collected from » Contain information from
sensors on edge devices private training datasets
* Private information should * Knowledge can lead to
not be externally readable adversarial attacks

« Competitive model IP
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Traditional ML Accelerators Analog In-Memory Compute Digital In-Memory Compute
‘PEH PE |«|ﬂ-| PE\ ADCs | '
3 Adder Tree +
SRAM Array Bit-Seriz;I Accum
@)
i <[ MAC = Current or SRAM Subarray with
Global Bufter Charge Summing Multiply Transistors
(on-chip SRAM) — 1 1
) 1 .
¥ ¥ [
Complete Model Complete Model Complete Model
(off-chip DRAM) (off-chip DRAM) (off-chip DRAM)
Compute and Memory co-located Compute and Memory interleaved
Compute and Memory separate
for low data movement energy for lower data movement energy
Large NoC = data movement . : _— -
. High DAC/ADC energy, noise, Does not limit precision and
energy limits the accelerator

mismatch limit precision benefits from technology scaling
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Physical Side Channel Attacks (SCA) Memory Bus Probing Attacks (BPA)
* Correlate circuit currents to * Directly measure data transfer
operation/data between logic and off-chip memory IC
* Can be invasive (power) or  Allow full reconstruction of large ML

non-invasive (electromagnetic) models stored externally
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Threshold Implementation Based Accelerator

(S. Maji et al., ISSCC 2022)

Compensation and Shuffling Based Accelerator
(Q. Fang et al., VLSI 2023)

PE (3 shares, 1%t order security)
Si)cure Shift-Based Carry Save 1-Time
>P Multiply Accum RelLU
{
| Expand weights from 2 = 3 shares

SRAM - Model (2 shares per weight)

ML Power
Feature Dynamic & Com
Extract | |Static Power P-
i DAC
Estimator

Temporal & Spatial H

MAC Shuffling

Random Sequence
Generator

*

SRAM

\/ Secure up to infinite attack samples

K Limit weight to powers of 2
X Constant random bits for security

== Focus on practical # of attack samples

& Voltage Scaling Agnostic
¥ Constant random bits for security
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Threshold Implementation Based Accelerator Compensation and Shuffling Based Accelerator
(S. Maji et al., ISSCC 2022) (Q. Fang et al., VLSI 2023)

Prior work on SCA secure ML accelerators focus on Von
Neumann Architectures
Protections do not necessarily scale to the high
parallelism requirements of In-Memory Compute
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Cryptographic Cipher for Model Decryption MRAM-Based XOR for Model Decryption
(S. Mdji et al., ISSCC 2022; Q. Fang et al., VLSI 2023) (Y-C Chiu et al., ISSCC 2022)
PE array 1b key [ 1b key [ 1b key ]/[kev=0 Key=1

Sloba) Buffer | MRAM |MRAM [MRAM | | FH
‘ Model Decryption ‘ Column|Column]Column -
(AES/Trivium) w; Wy

1 Read Read Read | T Alternate charge vs.

‘ Complete Model ‘ dordldordldord]| |dischargebased read

(off-chip DRAM) _

& Cryptographic security guarantees o Lightweightintegrated security for IMC
¥ AES not lightweight, Trivium not standard ¥ Uses insecure One-Time Pad
X Need secret key from off-chip X Need secret key from off-chip
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* Boolean Shared Digital IMC for SCA Security
— No constant random bits
— No impact to neural network accuracy

» Model Decryption On-Chip for BPA Security
— Lightweight cipher implemented in SCA secure fashion
« Secure Key Generated On-Chip

— Used to maintain statistical security guarantees of cipher

— Reuses IMC SRAM for minimal overhead Physically
Unclonable Function
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Macro Architecture
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Secure Boolean Shared IMC without Random Bits

128 rows x 3 shares

A

SRAM (secure

Secure Linear-
compute + PUF) Shared Multiply

partial
product

SRAM+Multiply

Carry Save

Adder Tree

partial sumi

Bit-Serial

|_' Accumulator

SRAM+Multiply

Column 0

v
MAC output 1-time Rand

Column1to7

*

v

SRAM Control, Sense Amps, Drivers

*

v

A

3 PUF FSM (data from re-used IMC SRAM)

SCA Secure Temporal Majority Voting (TMV)

v

Key Storage

Decrypted

weights

—1 2

Cipher for Model
Decryption

Key Features of Secure IMC
Boolean Shared Digital IMC for SCA Security
Model Decryption On-Chip for BPA Security

Secure Key Generated On-Chip

Off-Chip Memory
Encrypted Model
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® Boolean Sharing

— Split each data bit and computation into separately computed shares
— Total power consumption is unrelated to actual data

Original Function Shared Function
t =F(b,c) (t1,t2,t3) = FS"((bY, b%, b3), (ct, c?, c?))

Properties (for Practical Levels of Security)
— Correctness:

* Ifb=0b1®b?®b3,c = c1Pc*Pc3, Thent = t1Pt?Pt3
— Non-Completeness:

* IfFSh = {F',F2 F3}, Then each of F/ does not include all shares of each input
— Approximate Uniformity:

For each sub-circuit, each shared output has the same distribution bias as the unshared output

®  Outputs that are not jointly uniform are not combined directly

12
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Conventional: Shared AND gate Proposed: Shared XNOR gate

al w' a2 w? g wl

v vy

pp! pp’ pp°
XNOR is linear —shares are not combined

V4

)( \/ Can cascade to next gate without registers

x Registers to maintain non-completeness \/ 1 multiply = 6 gate-equivalents

1 multiply = 48 gate-equivalents . .
x Py & . Need data format conversion at macro interface

—
\/ Standard bit-serial multiply for digital IMC Negligible effect on NN accuracy

13
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I 1 I i |_ Feature 1b: Side-Channel Secure Adder Tree

Conventional: Ripple Carry Adder Proposed: Carry Save Adder

X2 Y2 X1 Y1 Xo Yo X3Y3 Z3 X2 Y2 23 X1 Y1 4y X0 Yo Zg
I || ) | | | || | || | 1] | 1]
FA FA FA FA

FA FA
g @8 g

X v/

x More pipeline stages: 16 clock latency \/ Fewer pipeline stages: 10 clock latency

Sum and Carry are not Jointly Uniform
Combine outputs of same adder after they become approximately jointly uniform
Not “infinitely” secure...BUT
Enough security against practical attackers without random bits!
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Illil_ Feature 1c: Side-Channel Secure Bit-Serial Accumulator

* Add binary weighted sums from adder tree for multi-bit activations

— Partial sums in modified carry-save format
— Performs last few layers of adder tree as part of accumulate to save on latency

* Eliminate any half adders
— Full adders are natively secure, do not require random bits

* Adding with known {0,0,0} shares for MSB of activation - Insecure

(" Standard Accumulation Cycle (" MSB Accumulation Cycle )
Accumulation Bit Accumulation Bit
(Random shares) (Zero shares)
ancomenaress | FA (Random shares) FA
Adder Tree Bit Adder Tree Bit
\_ (Random shares) " ) \_ (Random shares) y
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Illil_ Feature 1c: Side-Channel Secure Bit-Serial Accumulator

Solution 2 \

N Generate approximately random share of 0
(rY, 2, ! @ r?) from prior compute

f Solution 1

FA Gate + Direct assignment of partial sum
rl r?

Accumulation Bit . v |
Zero shares Accumulation Bit
| ) e FA

Accumulation Bit . FA Diff bit
Zero shares : position o
( ) Adder Tree Bit FA

Adder Tree Bit (Random shares) LSB
(Random shares) ﬂ_, _
MSB Adder Tree Bit
\ / (Random shares)

True random bits only required one-time at start-up
Qm’red by "Changing of the Guards"J. Daemen et al., CHES 209
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Digital In Memory Compute Array + PUF ‘

key T weight
Model Decryption — ASCON Cipher
Key Storage ASCON Permutation
3 shfres (TI Implementation)
AscoN Fsm|, ||+ Round bs N D,L;]?e‘f"'
Sponge Op Const 0X iffusion

[}

Complete Model
(off-chip DRAM)

ASCON Cipher

» Selected by NIST for standardized
lightweight cryptography
« Low overhead side-channel security

Low logic algebraic order
Permutation: AND, XOR, Shift
No constant random bits required
with "Changing of the Guards”",

J. Daemen et al., CHES 2017.
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Physically Unclonable Function: Unique and Repeatable Response per Challenge

s

(SCA secure bitcell in V. Rozic et al., HOST 2012.) ck 1 L

Feedback-Cut PUF A D ®) 3)

J

@ Secure Write Reset: Write fixed value to remove data dependence (use SCA secure write)

@ PUF Evaluation: Cut and reconnect feedback transistor
Settles to 0 or 1 since + or — side stronger due to local mismatch
@ Standard Read: PUF data from SRAM through differential sense amplifiers
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¢ Cells are susceptible to noise

— Especially those with lower mismatch
® Temporal Majority Voting

— Evaluate PUF multiple times

— Choose more common data value

* Key value shared with manufacturer in secure
environment only during initial configuration

® Generate several keys per macro with different
addresses (multiple CRP per chip)

® Configuration option for desired noise tolerance
and error correction capability

**ECC not included on-chip

( PUF—reuse 8T IMC SRAM )

4  3xdb } read data }3x4b
Différential Op. for Eg(tra
: ¥ scA Secyrity \
Control 5b Count L 5b Count ‘
FSM () (=)
3 I R
| 5:1([\)4ux 5:1(_I\)/qu
Config
(SPI) | 1| 4b-in:128b-out | [ 4b-in:128b-out
Shift Reg (+) | | Shift Reg (-)
3x128b| key Keyb {3x128b
L J . J
Cipher
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* Test Vector Leakage Assessment
- Measure power side channel leakage with fixed and random compute inputs

Hfixed  Hrandom

- Calculate significance of difference between both types of inputs, ¢ = 75
\ # samples

- t > 4.5 indicates statistically significant difference

Unprotected Protected

Q v e
5 10t re S cur
Z >
— O -
——————————— _5 l_— — — — — — — — — — iy =
_10 , , , .
10K 20K 500K 1M

# Samples # Samples
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* NIST 800-22 Tests pass for 5/5 ChipS 10000 - Hamming Distance (5 ICs): 384 bit tags 500
* BER = 0% with off-chip BCH code o soooll N -
T E
» SCA Security (test with CNN attack) £ eoooff| |- _ a0 from 1€ ! z
* PUF Read/Evaluation always differential ; a000]|| |2 meerhD. +XOR gebias| 0 ;
=2 inherently secure B 50 o
o 2000 9
* Write uses SCA secure feedback-cut . k | . | .
* Boolean sharing of key/SRAM keeps ’ > 128 o
exact value private Key Not Shared | Shared | Shared & Diff.
- Differential operation of temporal RMSE from FSM | 250K train 1M train
majority voting FSM keeps data Unshared HW 1.38 4.90 7.20
statistics private Shared HW N/A 2.35 3213
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I i I i |_ Die Micrograph + Performance

u:uun’umiﬂlﬂﬂ'ﬂ-nui
:WI -—-11?“ nprotected IMC Technology 14nm CMOS
W } :
E - : 610‘ E Area (excluding 10 pads) 1.06 mm?
§ ' E 41.0 (4b weight, 1b act)
: Throughput | Unprotected | ¢ 15 ) eioht 8b act)
b s (GOPS) .
o5V M | potecied | 513 dbueith oot
Frequency limited .
— 110 90.2 (4b weight, 1b act)
T A & by test setup Energy Efficiency | Unprotected | ) 1 1) weight, 8b act)
Sl J 0 | (TOPS/W) 6.94 (4b weight, 1b act)
=
o 90 0.55 V, 80 MHz : St My st
5 o PrOtectetiN 51851 (4b weight: Sblact)
E; 70 +Unp|’°t9cted L. Un rotected 3.01 (4b We|ght, 1b aCt)
3 —e—Protected A(rTengSf;'c'enz‘;y P 0.67 (4b weight, 8b act)
o mm :
o 50 0.55 V, 80 MHz Protected 0.49 (4b weight, 1b act)
04 05 06 07 08 09 0.061 (4b weight, 8b act)
Macro Voltage (V)
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SR
ISSCC’22 ISSCC’22 VLSI'23 This Work
Process ASIC, 28nm ASIC, 22nm ASIC, 40nm ASIC, 14nm
Operation 0.60-0.95 V, 10-125 MHz 0.65-0.8V 0.70-0.90V, 0.05-50 MHz 0.50-0.80 V, 57-100 MHz
Architecture Von Neumann Analog IMC Von Neumann Digital IMC
Precisions 8b act; 8b wgt power-of-2 | 1/8b act; 2/4/8b wgt mult-bit 1-8b act; 4/8/12/16b wgt
Threat Model SCA, BPA BPA SCA, BPA SCA, BPA
Security Protection Boolean Mask + Trivium XORé);tlg;iz\r/]eight Shuzf(l)irr:]%;e[r)]:iig(;wer Boolean Shared + ASCON
Random Bits Each clk (Trivium) N/A Each clk (RSG) 1-time Only
Security TOPS/mm? 2.30x (6.1x mult) Not reported 2.27x 6.2x (1b act)
Overhead | 1opg/w 5.48x Not reported 1.76x 13.0x (1b act)
Security Level CPA (>>2M),TVLA (>>2M) One-Time Pad CPA (>200M),TVLA (55M) | CPA (>>1M)* TVLA (>>1M)*

*Tested in ideally high attack SNR condition, security will last significantly longer for realistic operation
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* Generalized IMC solution for ML with Privacy & Integrity
— Side Channel and Bus Probing Attack Security for In Memory Compute
— No random bits from PRNGs required
— No limitations on neural network accuracy
* Future Improvements
— More exploration of tradeoffs between security and area/energy overheads
— Usage of approximate compute for further exploitation of natively secure compute gates

26
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